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Reliability as consistency

No changes in T1 and T2 Small error T1 and T2 A lot of error T1 and T2

We trust the scores, 

instrument and its 

underlying model

We trust the scores, 

instrument and its 

underlying model – we 

tolerate small variations–

We don't trust the 

scores



Fundamentals of the principle of reliability

If the total variability 
of two indicators is 
explained by the 
same source: 

If the variability of 
two indicators is 
mostly explained by 
the same source: 

If the variability of 
two indicators has 
no common source: 

The 
relationships 
between 
manifestations 
of the same 
phenomenon 
are attenuated 
by 
measurement 
error



Reliability and latent variables

We theorize that what is observable are the 
manifestations of poverty: To changes in 
poverty -latent-, changes in the readings we 
make

Deprivations are 
manifestations –
consequences – of
poverty

Monotonicity: Income Falls 
and Poverty Increases



Signal and noise: Measurement error

Reliability = consistency
(Without) Changes in poverty, 
(Without) Changes in indicators

Noise = Error

All that variability that does not interest me

Changes in the phenomenon of interest are not 
recorded by my indicators



Reliability and scores

• Statistically it is understood as 
the signal/noise ratio of a 
measurement. 

• Conceptually it means that the 
scores are homogeneous, i.e. 
their variability represents the 
same signal

• The consequence of high 
reliability are "clean" population 
orders



Reliability: It is general and punctual

I can clearly distinguish the extremes – I 
don't need very high reliability–

But what if I want to make distinctions 
at this point given a poverty line: 
Different observed scores, similar levels 
of poverty

Poverty measures with low reliability make sense at 
extremes (Rurality, Indigenous, High and low educational 
level)



Reliability Estimators

• 1920s: Spearman-Brown –Split-half
reliability-

• 1950s: Gutman y Cronbach –Lambdas y 
Alpha-

• 1970s: William Revelle –Beta-

• 2000: McDonald –Omega y Omega h-. 
(It has started to be used in the last 5 years).

Classical estimators -exploratory-

Estimator from latent variables 
and structural equations



Which one to use? What differences do they 
have?

The best estimator is the one that best fits the 
measurement model in question:

The best estimator is omega for its power and 
flexibility

Omega h is useful for multidimensional 
measurements

Alpha is useful under very strict measurement 
models

Beta is a pessimistic version of reliability – scale 
heterogeneity.



Measurement and reliability model
Alpha, beta and omega will give 
the same result if λ^′ s, σ, μ are 
equal: Parallel-tests and Tau 
equivalence

As we deviate from that ideal model, 
omega is the highest and more 
reliable estimator.

Omega y omega_h

In social sciences we require more 
flexible models as our models and 
measurements are quite noisy



Reliability estimation

% of the 
variance 
explained by 
the 
phenomenon 
of interest

% NoiseConditional on the 
measurement 
model, we can 
estimate the ratio 
of variance of 
interest to the total 
variance

Therefore, all reliability estimators range from zero 
to one. Where ≈ 1 implies greater reliability of 
scores



How high should the reliability value be?

• It depends on what. Very crude classifications -high and 
low-, high values are not required

• Precise classifications require high values: ω>.8 

• As reliability decreases – measurement error increases –
our ability to distinguish people worsens:

•

• Same score can mean different latent poverty

• Different scores can mean similar levels of latent 
poverty

• Poor and non-poor classification will have higher rates 
of false positives and negatives – Classification error–



What do we know about 
the overall reliability of 

some measures?



OPHI-MPI: Modelo flexible. Confiabilidad 
máxima. 

This happens in the 
background

𝜔 < .8 ≈ > 10%
classification error



Indice de activos MPI

Volmer y Alkire (2019)
This happens in the 
background

𝛼 < .6 ≈ > 20%
classification error



UNICEF 2004

This happens in the 
background

𝜔 < .7 ≈ > 15%
classification error



MPI-LA

Esto pasa en el fondo

𝜔 < .6 ≈ > 20%
classification error



Relative poverty: Europe. Consensual method

𝜔 > .9 ≈ < 5%
error de clasificación



México

The quality of multidimensional 
measurement in Mexico has declined 
overtime

This was foreseen in the guidelines of 
the official measurement

A first adjustment has been already 
made in 2018 but we do not know if it 
was sufficient to reduce random noise



Mexico: Classification error

Thanks to theoretical developments and 
computational advances, today we can 
estimate the classification error directly with 
different methods



Item Reliability: Item Response Theory

Reliability analysis can help us 
identify problematic items: 

- Those whose variability 
does not come from the 
phenomena of interest 
(Discrimination) 

- those whose variability is so 
low, that they do not provide 
information (Severity)

It models the probability of having a 
deprivation conditional on: The latent level of 
poverty, the discrimination of the item and its 
severity. 



Item response theory

Lack of effective access to health services
Lack of radio

Changes in latent poverty lead to changes in probability
Changes in latent poverty don´t lead to important
changes in probability

Severity. >3 sd



Examples



Results Model 1: 2P-IRT. Discrimination

2008 2018

Food security does the
heavy lifting 

>.9>.9



What are you weighting for?

In the context of high reliability 
differential weights do very little:

Observed scores correlate highly 
with latent scores

Always differential weights do more 
damage

Weights may help in cases of low 
reliability – but how to specify them–

Weights can have other objectives 
and not just classification

Nájera et al. (en curso)



What are you weighting for? Misconceptions

The example they use is particular and with low 
reliability:

Endogenous weights – like any other type of 
weights – are harmful in the context of low 
reliability.

In contexts of high reliability the "endogenous" 
weights are optimal and the equal weights are 
better than the "ad hoc" ones. 

It is false that an important and growing part uses 
differential weights, much less in contexts of high 
reliability

The consensual method deprivation scores are 
simple. 



Conclusiones

• Reliability is a property of scores and is a necessary condition for any 
measurement exercise

• Reliability is a necessary condition for the classification of populations

• Reliability is not enough Why?

• We haven't said anything about the latent variable

• A set of variables can have high reliability and tell us nothing about 
poverty

• It is the validity that allows us to speak of the representation of the 
phenomena of interest.

•
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